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ABSTRACT: The crystal structure of form 4 of the drug 4-[4-
(2-adamantylcarbamoyl)-5-tert-butyl-pyrazol-1-yl]benzoic acid
is determined using a protocol for NMR powder crystallog-
raphy at natural isotopic abundance combining solid-state 1H
NMR spectroscopy, crystal structure prediction, and density
functional theory chemical shift calculations. This is the first
example of NMR crystal structure determination for a
molecular compound of previously unknown structure, and
at 422 g/mol this is the largest compound to which this
method has been applied so far.

1. INTRODUCTION

The ability to determine three-dimensional molecular struc-
tures from single crystals by diffraction methods (either using
X-rays or neutrons) has transformed molecular and materials
science over the past 50 years, leading to today’s structure-
based understanding of chemistry and biochemistry. However,
the problem of structure elucidation becomes much more
challenging if the system under investigation exists in the form
of a powder, either naturally due to the preparation of the
substance, such as in the case of many pharmaceuticals, or
because crystals for diffraction are unobtainable. Due to the
increasing frequency with which such samples are encountered,
the development of new methods for structure characterization
of powder samples is an area of great current interest. It is of
particular importance to the pharmaceutical industry, where
structural characterization of drug polymorphs is an essential
part of the overall characterization and regulation process.
Recent advances in powder crystallography have been made

using both powder X-ray (or neutron) diffraction methods1 and
solid-state nuclear magnetic resonance (NMR).2 Indeed, solid-
state NMR has seen spectacular progress in the past few years,
and methods have been introduced to solve crystal structures of
inorganic or molecular solids.3 For molecular solids at natural
isotopic abundance, de novo methods have been proposed
based on proton spin diffusion methods. While potentially
powerful, these methods are usually experimentally very

demanding. In contrast, the chemical shift is by far the easiest
NMR parameter to measure, and many studies have shown that
plane-wave density functional theory (DFT) calculations can
now accurately reproduce measured chemical shifts in solids.
This has been used to validate or refine a number of crystal
structures.4 However, the DFT structure validation approach
requires a structural hypothesis as a starting point for chemical
shift calculations, so it must be coupled with some means to
propose sufficiently accurate putative structures.
The reliability and scope of computational methods for

crystal structure prediction (CSP) have improved tremendously
in recent years.5 These methods, based on a global exploration
of the lattice energy surface,6 can provide a comprehensive
prediction of the possible stable phases of a range of materials,
and have been applied to the successful prediction of single5,7

and multicomponent5a,8 organic molecular crystals. Indeed,
results of the latest blind test of structure prediction
demonstrate that reasonably large pharmaceutical-like mole-
cules are now within the scope of some of the current CSP
methodologies.5b,9

Recently, we have shown that a protocol combining CSP,
measured 1H NMR chemical shifts, and DFT chemical shift
calculations can accurately determine the structure of crystalline
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molecular solids from powder samples. The method has so far
been demonstrated successfully on four model compounds
(thymol, flutamide, flufenamic acid, and cocaine)10 with
previously known structures (determined from single-crystal
X-ray diffraction).
Here we use this method to determine de novo the crystal

structure of a polymorph of a larger compound with previously
unknown structure, and having as a starting point only its
known chemical formula, 4-[4-(2-adamantylcarbamoyl)-5-tert-
butyl-pyrazol-1-yl]benzoic acid (1, Scheme 1, also referred to as

AZD8329),11 a pharmaceutical compound with potential for
the treatment of Type 2 diabetes that is an inhibitor of 11β-
hydroxysteroid dehydrogenase type 1 (11β-HSD1). 11β-HSD1
is a NADPH-dependent reductase that converts cortisone to
cortisol,12 and its inhibition could reduce intracellular
glucocorticoid concentrations.13 1 has been found to show
significant polymorphism, with at least seven ansolvate/solvate
forms known today. Of the major anhydrous forms 1−4, the
structures of forms 1 and 4 were of particular interest since they
had been chosen for development due to their suitable material
properties. The former structure (form 1) had been determined
by single-crystal diffraction, but the structure of form 4
remained unsolved. The two chosen forms are enantiotropically
related, with form 4 found to be the more stable at ambient
conditions and form 1 being the stable high-temperature crystal
form. The compound has a molecular weight of 422 g/mol, and
the structure of form 4 of AZD8329 is determined for the first
time here.

2. EXPERIMENTAL SECTION
Materials. The materials used in the current work were obtained

from AstraZeneca R&D in Bangalore. Final isolation steps used for
form 4 were filtration at 20−25 °C in THF/water followed by cooling
crystallization in acetonitrile from 68 °C and finally drying to a
powder. For form 1, AZD8329 was charged together with isopropyl
and water and then dissolved in 5 N sodium hydroxide and filtered
before addition of hydrochloric acid solution. Finally, the material was
crystallized by cooling from 52 °C in acetone and dried under vacuum
at 60 °C.
NMR Experiments. All NMR experiments were performed at a

nominal temperature of 293 K with a Bruker Avance III spectrometer
operating at 1H and 13C Larmor frequencies of 500 and 125 MHz,
respectively. One-dimensional 1H magic angle spinning (MAS) spectra
were recorded with a 1.3 mm double-resonance probe under 60 kHz
MAS using less than 10 mg of powder for each sample. One-

dimensional 13C cross-polarization MAS (CP-MAS) NMR spectra
were recorded with 4 mm double- or triple-resonance probes at 12.5
kHz MAS using about 40 mg of sample for each sample. 1H chemical
shifts were referenced to the single resonance observed for protons in
adamantane at 1.87 ppm with respect to the signal for neat TMS. 13C
chemical shifts were referenced to the CH2 resonance observed for
adamantane at 38.48 ppm with respect to the signal for neat TMS.14

2D refocused 13C−13C INADEQUATE15 NMR spectra were
recorded with a 4 mm triple-resonance probe at 12.5 kHz MAS.
The SPINAL-6416 sequence with a proton nutation frequency ν1 of 80
kHz was used for heteronuclear decoupling. A total of 1024
increments with 256 transients each were acquired with a repetition
delay of 3 s, resulting in a total experimental time of 9 days for each
polymorph. The acquisition time in t2 was 32 ms, and the ramped CP
contact pulse was 3 ms. Exponential line broadening of 40 Hz was
applied in both dimensions prior to the Fourier transform.

2D 1H−13C HETCOR spectra were recorded with a 4 mm triple-
resonance CP-MAS probe at a spinning frequency of 12.5 kHz. The
SPINAL-6416 sequence with a proton nutation frequency of 100 kHz
was used for heteronuclear decoupling. The eDUMBO-122

17 sequence
with a nutation frequency of 100 kHz was used for proton
homonuclear decoupling in the indirect dimension. The spectrum
shown in the figure has a 1H axis corrected for the homonuclear
decoupling scaling factor of 0.54. For the HETCOR spectrum 256
scans were acquired for each of 192 increments with a repetition delay
of 3 s, resulting in a total experimental time of 2 days. The ramped CP
contact pulse was 3 ms. The acquisition time in t2 was 27 ms.
Exponential line broadening of 20 Hz was applied in both dimensions
prior to Fourier transform. The States-TPPI procedure was used for
quadrature detection in the indirect dimension for all two-dimensional
experiments.

Calculations and Comparison with Experiment. Starting from
the known chemical formula of 1 (Scheme 1) and without any
structural hypothesis, crystal structures were predicted by exploring
the lattice energy surface for the most stable local minima. The
conformational diversity of AZD8329 was first assessed by calculating
the torsional energy profile around all exocyclic single bonds, leading
to six nontrivial degrees of freedom in the structure, and these were
combined to generate an ensemble of starting conformations. Cis−
trans isomerization commonly occurs in organic molecules,18 although
one of the two conformations usually has a much lower energy. For 1,
our calculations indicate that the conformations with a trans
configuration of the amide bond are significantly more stable than
conformations with the cis amide. Crystal structures were generated
with both cis and trans conformations in case the synthesis or
crystallization conditions fixed the molecule in one or the other
conformation or improved intermolecular interactions could stabilize
the higher energy cis form.

Trial crystal structures were generated independently with each of
80 starting molecular conformations in the 32 most commonly
observed space groups for organic molecular crystals (P1, P1 ̅, P21, P21/
c, P21212, P212121, Pna21, Pca21, Pbca, Pbcn, C2/c, Cc, C2, Pc, P2/c,
C2221, Fdd2, Iba2, Pccn, Pnma, P41, I4 ̅, P42/n, I41/a, P41212, P4̅21c,
P31, R3, R3̅, P3121, R3c, P61). To generate trial crystal structures, we
used a quasi-Monte Carlo method with unit cell parameters, molecular
positions, and molecular orientations sampled using low-discrepancy
sequences in the CrystalPredictor code.19 These structures were
further optimized (unit cell, molecular positions, and conformations)
using a molecular mechanics description of the inter- and intra-
molecular forces, following the method outlined in ref 20 using the
OFF module of the Cerius2 software package [Cerius2, version 4.6,
2001, Accelrys Inc., San Diego, CA]. The final relative energies of the
lowest energy structures were calculated as a combination of a DFT
calculation for the intramolecular contribution and an atom−atom
model of intermolecular interactions, including an atomic multipole
description of the electrostatics using the crystal modeling software
DMACRYS.21 All molecular DFT calculations were performed using
the Gaussian03 software.22

The distribution of total energies relative to the most stable
structure of all the predicted trans structures (in light blue) and all the

Scheme 1. Chemical Structure of AZD8329 (1) and the
Labeling Scheme Used Here
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predicted cis structures (in dark blue) is displayed in Figure 1. Only the
most physically realistic structures, those within 30 kJ/mol in total

energy of the most stable predicted crystal structure in either the cis or
the trans sets, were considered for the NMR analysis and for further
DFT geometry optimizations using the CASTEP software package. As
the purpose of the study was to generate an ensemble of physically
reasonable structures, from which the observed forms would be
selected by chemical shifts, coverage of conformational and crystal
packing phase space was prioritized over the accuracy of final energies
in the time scale available for the calculations. Therefore, due to the
use of a small basis set for molecular energy calculations and reliance
on force field methods to model crystal packing effects on the
molecular geometry, the relative energies within this set of structures is
not considered as an accurate indicator of their relative stabilities. In
particular, the cis−trans energy difference seems to be exaggerated by
the methods used during structure prediction. The total crystal energy
difference between the lowest energy crystal structures of the cis and
trans conformers is almost entirely due to the cis−trans intramolecular
energy difference, which is reduced significantly by using a larger basis
set and allowing a more complete optimization of the molecular
geometry in the crystal structures (see Supporting Information (SI)).
Due to the strong dependence on level of theory, we do not have an
unequivocal calculated stability difference between the cis and trans
structures, but we are confident that this is much smaller than the ∼50
kJ/mol energy differences indicated by the initial structure prediction
calculations.
Prior to the chemical shift calculations, proton positions in each of

the predicted structures were first optimized by plane-wave DFT
geometry optimization with the unit cell and all heavy atom positions
fixed. Chemical shieldings were then calculated for each of the proton-
optimized structures. For form 1, whose crystal structure is already
known, this plane-wave DFT optimization of proton positions
provides a clearer identification of the correct structure from the set
of predictions, as illustrated in Figure S1.
Proton position optimizations and chemical shift calculations were

carried out using the DFT program CASTEP,23 using a plane-wave
basis set whose implicit translational symmetry is very well adapted to
describing crystalline systems. The GIPAW method, used with
ultrasoft Vanderbilt-type pseudopotentials,24 provides an efficient
method to calculate chemical shifts in crystalline solids.25 The
geometry optimizations and NMR calculations were carried out
using the generalized gradient approximation (GGA) functional
PBE,26 a plane-wave energy cutoff of 600 eV, and a Monkhorst−

Pack grid of k-points27 corresponding to a maximum spacing of 0.05
Å−1 in reciprocal space. These values were tested for convergence of
calculated chemical shieldings on the form 1 polymorph.

For each predicted structure, the calculated chemical shielding σi
was converted into calculated chemical shift δi using the relation δi =
σref − σi, with the value of σref determined by a linear regression
between calculated and experimental shifts for that predicted structure.

3. RESULTS AND DISCUSSION

Here we determine the crystal structure of form 4 of 1 for
which there is no previous crystal structure. Using our method,
we also confirm the previously determined X-ray structure of
form 1, which consists of four molecules arranged in a P21/c
monoclinic space group with a trans orientation of the peptide
bond. A detailed description of the validation of the crystal
structure of form 1 can be found in the SI.

Assignment of NMR Spectra. For both forms, carbon-13
chemical shifts were assigned with a natural abundance two-
dimensional refocused 13C−13C INADEQUATE3b NMR
spectrum which provides the connectivities between bonded
carbons. We note that the assignment of the resonances of the
adamantane group are ambiguous, in that we cannot a priori tell
which branch is which, though the carbons on the different
branches are not equivalent. The proton chemical shifts were
then obtained from a two-dimensional 1H−13C HETCOR
NMR spectrum by connection to the previously assigned
carbon nuclei.
Figure 2a shows the 1H MAS NMR spectrum for form 4, and

Figure 2b shows the simulated stick spectra of 1H chemical
shifts corresponding to the four different permutations of the
assignment obtained from the correlation spectra shown in
Figure 3. The assigned 1H and 13C chemical shifts for the four
possible assignments are summarized in Tables S1 and S2,
respectively.

Crystal Structure Determination of Form 4. For each of
the predicted structures lying within 30 kJ/mol of the structure
with the lowest predicted energy, chemical shifts were
computed with the GIPAW approach described above. For
the set of trans configurations this included 20 structures, and
for the cis configurations this involved 14 structures. For each
structure, the measured and calculated shifts were then
compared. All four possibilities for the assignment were
evaluated, and the root-mean-square deviation (rmsd) between
the calculated and measured shifts for the assignment with the
lowest rmsd is retained.
Figure 4 shows the lowest rmsds for 1H shifts determined in

this way for form 4 of 1. We first note that, as observed
previously,10 the agreement between calculated and exper-
imental chemical shifts is not strongly correlated with the
predicted energy (in the figure, predicted structures are ordered
by ascending predicted energy). Based on the agreement
between calculated and experimental chemical shifts we
determine structure 21, which is the cis structure with the
lowest predicted energy, to be the correct crystal structure for
this polymorph. This is the only predicted structure that yields
predicted calculated chemical shifts that are in good agreement
with the data, having an rms error between calculated and
experimental 1H chemical shifts of 0.48 ppm. This falls within
the expected errors for chemical shift calculations, which we
assessed on a set of 15 organic model compounds.10 The
dashed black horizontal line in Figure 4 indicates a mean rmsd
error of 0.33 ppm obtained from calculating rmsds between
experimental 1H shifts and the DFT calculated shifts for known

Figure 1. Predicted energy difference per molecule for all predicted
structures with respect to the most stable structure as a function of
structure number. The predicted structures for the trans conformation
of the peptide bond are shown in light blue, and the predicted
structures for the cis conformation of the peptide bond are shown in
dark blue.
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X-ray structures with optimized hydrogen positions, while the
horizontal gray zone indicates a one standard deviation limit of
the rmsd error, estimated to be ±0.16 ppm.10 None of the
other candidate structures satisfy the criteria for agreement.
This result illustrates how robust this method is, and how

proton chemical shifts can be very sensitive to atomic
environments. The structure determined here comprises two
symmetry-equivalent molecules in a triclinic unit cell of space
group P1̅, with a unit cell volume of 1162 Å3, and the following
cell parameters: a = 10.091 Å, b = 11.399 Å, c = 11.852 Å, α =
114.87°, β = 73.29°, γ = 106.71°. The structure determined
here is shown in Figure 5, and the coordinate files are given in
the SI.
Finally, we note that, as seen in our previous studies,10b it is

not possible to determine the crystal structure on the basis of
the 13C chemical shift rmsd (data not shown), as we have
shown that 13C chemical shifts do not identify the correct
structure out of a set of predicted structures.
Protonation of the Carboxylic Acid Group in Form 4.

Furthermore, during the course of this research we were able to
determine a structure by powder X-ray diffraction (PXRD) for
form 4, independently of the computational and NMR work.
The heavy-atom positions of the two structures are compared
in Figure S2 and agree to within an all-atom rmsd of 0.284 Å,
thereby confirming the framework of the structure. However, it
should be noted that the PXRD data were not sufficient to
easily determine the proton positions, and in particular the

protonation of the carboxylic acid group. Since the structure is
not symmetric, and does not form a carboxylic acid dimer (as
form 1 does), this is a significant point. In contrast, the NMR
method reports the structure directly through the protons, and
is therefore highly sensitive to such features.

Figure 2. (a) 1H 500 MHz MAS NMR spectrum of form 4 recorded at
60 kHz MAS. (b) The four different permutations of the assignment of
the 1H resonances based on the 1H chemical shifts obtained from the
spectra shown in Figure 3.

Figure 3. (Top) 13C (125 MHz) CP-MAS NMR spectrum. (Middle)
Expansions of the aliphatic regions of the 13C−13C INADEQUATE
NMR spectrum. (Lower) 1H−13C HETCOR spectrum of form 4.

Figure 4. Comparison between experimental 1H chemical shifts
recorded for powdered form 4 of AZD8329 and calculated shifts for
the predicted structures. Predicted structures are ordered by increasing
calculated lattice energies (decreasing predicted stability). The first 20
structures correspond to the predicted most stable trans config-
urations. The remaining 14 structures correspond to cis configurations.
The dashed horizontal black line shows the mean rmsd error as
described in the text, and the horizontal gray shaded zone indicates the
expected one standard deviation limits of the rmsd for good agreement
in chemical shift determined from model compounds.
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The hydrogen-bonding network determined from the CSP/
NMR structure formed by form 4 is shown in Figure 6 (bond

angles and distances for the groups involved in the hydrogen
bonds in the NMR-determined structure are given in Table 1).
We see that the carboxylic acid group forms a double hydrogen
bond to the amide group of a neighboring molecule; the OH
proton donates a hydrogen bond to the amide carbonyl O
atom, while the acid group carbonyl oxygen accepts a hydrogen
bond from the NH group. These double hydrogen bonds

connect translationally related molecules into hydrogen-bonded
chains running along the crystallographic c-axis. Apart from the
physical considerations that render this configuration highly
probable, if we calculate chemical shifts for a structure in which
the acid proton is positioned on the other oxygen atom of the
carboxylic acid group, it is satisfying to find that very poor
agreement with experiment is obtained. We conclude that the
CSP/NMR structure contains the correct position for the acid
proton.

4. CONCLUSIONS
The crystal structure of form 4 of AZD8329 (1) was
determined by a powder NMR crystallography protocol using
crystal structure prediction and DFT chemical shift calculations
in combination with measured 1H chemical shifts. With a
molecular weight of 422 g/mol, AZD8329 is the largest
molecule so far tackled by this protocol for NMR powder
crystallography. Furthermore, form 4 is the first example of the
de novo NMR crystal structure determination of a molecular
solid of previously unknown structure.
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